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#### Abstract

: This letter introduces a parametrization of the vocal tract area function based on the position of a few points along the vocal tract. A QR decomposition algorithm is applied to area function data in various vowel configurations in order to identify those points with the most independent position patterns across vowels. Each point defines the shape of an associated kinematic region, and the overall area function is determined by the combination of the kinematic regions' shapes. The results show that only four data points, located at the tongue body, lips, and two at the tongue back, are enough to obtain accurate reconstructions of the vowels' area functions. © 2021 Acoustical Society of America. https://doi.org/10.1121/10.0005203
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## I. INTRODUCTION

The area function of the vocal tract represents its crosssectional area vs distance to the glottis. The function allows for the derivation of the acoustical and aerodynamic properties of the vocal tract and is an important component of physics-based synthesizers of vocal sounds [e.g., Story (2005a)]. In order to control and adjust the area function to different phonetic configurations and subjects, a formalization of its shape in terms of a few parameters is desirable and several techniques have been proposed [e.g., Atal et al. (1978), Mrayati et al. (1988), and Story and Titze (1998)].

Particularly, principal component analysis (PCA) has been widely applied to express the area function in terms of a basis of empirical eigenfunctions [e.g., Mokhtari et al. (2007), Story and Titze (1998), and Yehia et al. (1996)]. Each eigenfunction represents a principal mode of variation of the vocal tract shape, and the total area function may be described as neutral mean shape plus a linear combination of a reduced number of eigenfunctions. It has been claimed that the eigenfunctions characterize the degrees of freedom (DOFs) of the vocal tract and reflect the action of muscle synergies to achieve desired acoustic effects (Story, 2005b).

In this letter, an alternative characterization is proposed based on spatial DOFs. Suppose we want to infer the complete area function from information (values of crosssectional area) of a few points along the vocal tract; then, which points should we choose?

The above question was addressed in the context of facial movement modeling during speech (Lucero and Munhall, 2008). In that work, position records of a set of markers on a subject's face were analyzed in order to identify those markers that follow the most independent motion patterns. The analysis was treated as a subset selection

[^0]problem and was solved by a QR decomposition algorithm (Golub and Loan, 1996). Each independent marker defined a kinematic region of influence, and the total motion of the face was expressed as a linear combination of those regions' motions. Computer generated animations of the face were then produced by driving the independent markers with collected data.

The work of Lucero and Munhall (2008) work compared the subset selection approach with analyses of facial motion using PCA [e.g., Kuratate et al. (1998)] and argued that both approaches produce different but valid representations of the DOFs of the facial surface. However, while PCA extracts primary facial gestures, the spatial DOFs focus on the generating mechanisms of those gestures. Presumably, the kinematic regions are under control of individual muscles or synergies of muscles acting independently of each other, and therefore the spatial configuration of those regions should directly reflect the underlying biomechanical structure of the face.

Thus, the purpose of this letter is to introduce the subset selection approach for modeling the vocal tract area function, in the hope that the resultant parametrization might contribute to the understanding of shaping mechanisms and to the area function control in physics-based speech synthesis.

## II. DATA AND PRE-PROCESSING

Data were taken from Story et al. (1996). These consisted of 10 sets of cross-sectional area values of the vocal tract at 0.396 cm regular intervals, from the glottal exit to the mouth. The area values were measured on MRI images of an adult male subject, and each set of images was taken while the subject was vocalizing a specific vowel: $/ \mathrm{i} /, / \mathrm{I} /, / \varepsilon /$, /æ/, / / /, /a/, /っ/, /o/, /v/, and /u/.

Following Story and Titze (1998), all sets of area values were resampled to 44 data points by using cubic spline
interpolation. Thus, the area functions consisted of pairs $\left(x_{i j}, y_{i j}\right)$, where $x_{i j}$ is the distance from the glottis, $y_{i j}$ is the area, $1 \leq i \leq 10$ is the vowel number, $1 \leq j \leq 44$ is the data point (point 1 is at the glottis and 44 is at the lips), and the $x_{i j}$ values are equally spaced on the interval $\left[0, L_{i}\right]$, where $L_{i}$ is the vocal tract length for vowel $i$ (Fig. 1).

## III. ANALYSIS

The application of the QR decomposition was described in detail in the work of Lucero and Munhall (2008). Briefly, assume a given $m \times n$ data matrix $A$. Then, $A$ may be decomposed into factors in the form $A P=Q R$, where $P$ is an $n \times n$ column permutation matrix, $Q$ is an $m \times m$ orthogonal matrix, and $R$ is an $m \times n$ upper triangular matrix with nonnegative diagonal elements (Golub and Loan, 1996). The first column of $A P$ is the column of $A$ that has the largest 2-norm, and the $j$ th column of $A P(j>1)$ is the column of $A$ with the largest component in a direction orthogonal to the directions of the first $j-1$ columns. As a result, the first $k$ columns of $A P$ (for some $k \leq n$ ) may be considered as a subset with the $k$ most independent columns. The dimensionality of the data may be next reduced by fitting the remaining $n-k$ columns to the selected subset.

In the present case, the data matrix was constructed as follows. First, and following previous works (Mokhtari et al., 2007; Story and Titze, 1998), all area values $y_{i j}$ were converted into diameter values $z_{i j}=2 \sqrt{y_{i j} / \pi}$. As noted in the referenced works, the square root transformation has the effect of preventing negative area values resulting from the analysis and it also produces smaller errors when reconstructing the area functions from the selected subset. Further, working in the diameter domain has the additional advantage of keeping both coordinates of each data point in the same dimensional units.

Next, the mean across vowels was subtracted from each data pair, obtaining

$$
\begin{equation*}
\left(x_{i j}^{*}, z_{i j}^{*}\right)=\left(x_{i j}, z_{i j}\right)-\left(\overline{x_{j}}, \overline{z_{j}}\right), \tag{1}
\end{equation*}
$$

where $\overline{x_{j}}=(1 / 10) \sum_{i=1}^{10} x_{i j}$ and $\overline{z_{j}}=(1 / 10) \sum_{i=1}^{10} z_{i j}$.
Finally, data were arranged as a matrix $A$ with vowels in rows and data points in columns, in the form

$$
A=\left[\begin{array}{l}
X  \tag{2}\\
Z
\end{array}\right],
$$

where submatrices $X=\left[x_{i j}^{*}\right]$ and $Z=\left[z_{i j}^{*}\right]$ have size $10 \times 44$.


FIG. 1. Area functions.

The QR decomposition was applied to matrix $A$, and the first ten selected columns of $A$ corresponded to data points $34,44,12,19,38,7,43,30,10$, and 39 , in that order (since there are only ten vocal tract data sets, then ten is the maximum possible number of independent columns).

After selecting a suitable number $k$ of independent columns of $A$, the other columns were expressed as linear combinations of the selected ones. Then, distance-diameter pairs for each vowel $i$ were reconstructed as

$$
\begin{equation*}
\left(x_{i j}, z_{i j}\right)=\left(\overline{x_{j}}, \overline{z_{j}}\right)+\sum_{\ell \in S}\left(x_{i \ell}^{*}, z_{i \ell}^{*}\right) c_{\ell j}, \tag{3}
\end{equation*}
$$

where set $S$ contains the indices of the selected $k$ columns, and $c_{\ell j}$ are least squares fitting coefficients. Figure 2 shows examples of reconstructions of the area function from $k=3$ and $k=4$ points, obtained by converting the reconstructed diameter values back to area values. For $k=3$ there is a significant difference with the original data, but for $k=4$ the approximation is very close.

Coefficients $c_{\ell j}$ in Eq. (3) determine the effect of each independent point $\ell$ on the remaining points $j$ of the vocal tract and define kinematic regions associated with each independent point. Figure 3 illustrates the kinematic regions in the case of $k=4$. Each plot shows the position of the selected independent point (black dot). For each plot, the control point was displaced from the mean position by 5 mm simultaneously in diameter and distance, and both in the


FIG. 2. Reconstructions of vocal tract area functions for vowels / $\mathrm{a} /$, $/ \mathrm{i} /$, and $/ \mathrm{u} /$, with $k=3$ (dash-point curves), $k=4$ (dashed curves), and original data (solid curves).


FIG. 3. First four independent points (black dots) and their effect on the area function shape, in order of importance from top to bottom. Gray curve: mean area function. Solid black and dashed curves: area functions that result when the control point is displaced to the indicated positions.
positive and negative directions, and the area function was recomputed in each case.

The first independent point [Fig. 3(a)] is located at the tongue body, and it controls the mouth cavity, without any effect on the mouth aperture. The second point [Fig. 3(b)] is at the lips, and it controls the mouth aperture and the area at the back of the mouth cavity. Also, the displacement in distance (horizontal axis) of this point changes the overall vocal tract length; whereas in case of the other points, their displacement causes a local distortion but not a total length variation. The third and fourth points [Figs. 3(c) and 3(d), respectively] are close to each other and located at the back of the tongue, and they both seem to relate to an archingflattening motion of the tongue, and in the case of the third point, combined with an upward-downward motion. Together, these four points account for $96.4 \%$ of the
variability of the diameter vs distance functions, computed following Story and Titze (1998), with mean rms errors of 1.8 mm for the cross section diameters and 0.6 mm for the section distances.

## IV. CONCLUSION

The QR decomposition may be used to build a parametrization of the vocal tract area function in terms of the location of points which have the most independent patterns of variation across different vocal tract configurations. Only vowel configurations were considered, and the analysis showed that four points are enough to produce accurate reconstructions of the area functions.

As next steps, more comprehensive analyses using vocal tract data from various subjects as well as the inclusion of consonant configurations are planned to determine common features and individual variations of the resultant parametrizations. Also, the relation of each independent point and its associated kinematic region with the vocal tract acoustics should be investigated. Another possibility worth investigating is to drive the modeled area functions with time-varying articulograph data, in a fashion similar to those of the facial surface animations generated by Lucero and Munhall (2008).
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